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Abstract—Context: Software security is an imperative aspect of software quality. Early detection of vulnerable code during development can better ensure the security of the codebase and minimize testing efforts. Although traditional software metrics are used for early detection of vulnerabilities, they do not clearly address the granularity level of the issue to precisely pinpoint vulnerabilities. The goal of this study is to employ method-level traceable patterns (nano-patterns) in vulnerability prediction and empirically compare their performance with traditional software metrics. The concept of nano-patterns is similar to design patterns, but these constructs can be automatically recognized and extracted from source code. If nano-patterns can better predict vulnerable methods compared to software metrics, they can be used in developing vulnerability prediction models with better accuracy. Aims: This study explores the performance of method-level patterns in vulnerability prediction. We also compare them with method-level software metrics. Method: We studied vulnerabilities reported for two major releases of Apache Tomcat (6 and 7), Apache CXF, and two stand-alone Java web applications. We used three machine learning techniques to predict vulnerabilities using nano-patterns as features. We applied the same techniques using method-level software metrics as features and compared their performance with nano-patterns. Results: We found that nano-patterns show lower false negative rates for classifying vulnerable methods (for Tomcat 6, 21% vs 34.7%) and therefore, have higher recall in predicting vulnerable code than the software metrics used. On the other hand, software metrics show higher precision than nano-patterns (79.4% vs 76.6%). Conclusion: In summary, we suggest developers use nano-patterns as features for vulnerability prediction to augment existing approaches as these code constructs outperform standard metrics in terms of prediction recall.

Index Terms—Vulnerability, software security, software metrics, nano-pattern

I. INTRODUCTION

Software Security is a major software quality concern. Security vulnerabilities make software susceptible to security exploits, resulting in high organizational risks. “An information security ‘vulnerability’ is a mistake in software that can be directly used by a hacker to gain access to a system or network”\(^1\). For example, cross-site scripting (XSS) allows remotely authenticated users to inject arbitrary web scripts or HTML, denial of service refuses user request for a service, and injection flaws occur when untrusted data is sent to an interpreter as part of a command or query\(^2\). Software security is a dominant factor in mitigating those risks. An emphasis on security should pervade each phase of the software development lifecycle. For each phase, there are certain security practices that allow developers to build security into the system. For example, during the implementation phase, secure coding practices can be followed to create a robust code-base free from common security weaknesses (e.g., SQL injection). Researchers have developed security patterns and guidelines for developers to follow during the implementation phase\([1]–[4]\) that guide developers in addressing common security issues in a similar fashion as design patterns for development issues. Another way to reduce the amount of vulnerable code being released is to analyze the source code repository to find code where vulnerabilities have been reported. This historical data can then be used to build a vulnerability prediction model using extracted code constructs that have been commonly associated with vulnerabilities\([5]\).

In this study, we employed traceable, method-level software patterns extracted from source code and determined their relationship with vulnerabilities. This research is motivated by earlier works where code-level software metrics were used to predict vulnerabilities\([5]–[12]\). We present the performance of these patterns in vulnerability prediction and empirically compare their performance with a set of software metrics. Sultana et al. in\([13]–[14]\) introduced studying correlations between vulnerabilities and nano-patterns. They identified a set of patterns that are more prone to vulnerability than others. In this paper, we have identified statistically relevant patterns by analyzing historical data and applied machine learning techniques to determine their ability to predict which methods are vulnerable across a code-base. Our objective is to compare the performance of nano-patterns in classifying vulnerable code with that of traditional software metrics.

Class-level traceable patterns are called micro patterns whereas method-level traceable patterns have been named nano-patterns. Micro patterns are defined using formal conditions of the structure of a Java class\([15]\). Nano-patterns are categorized based on the properties of methods within a class. Singer et al.\([16]\) listed 17 fundamental nano-patterns

\(^{1}\)https://cve.mitre.org/about/terminology.html  
\(^{2}\)https://www.owasp.org/index.php/Top_10_2013-Top_10
organized into four groups: calling, object-oriented, control flow and data flow. In this paper, we developed a vulnerability prediction model featuring method-level patterns and compared the prediction accuracy with another model trained with traditional method-level software metrics. A variety of metrics have been developed to measure security [5]–[12]. Chowdhury et al. in [5] considered a set of software metrics to predict vulnerable files. As our goal is to compare method-level metrics with nano-patterns, we do not consider the entire set of metrics considered in [5]. We selected the set of metrics that are related to methods as listed in Table I. These metrics capture the properties of methods including their structural complexity, dependency on other methods, parameters, return conditions, and so on. Although earlier studies are reasonably accurate at assessing software quality, they did not work at lower granularity level of the vulnerable files. Identifying security issues at a lower granular level assists practitioners to precisely identify vulnerable code. As a file may consist of a set of classes or methods, it is more difficult to pinpoint vulnerable code in a file flagged as vulnerable using existing prediction techniques. According to Giger et al. [17], a developer needs a significant amount of time to examine all methods of a file in order to locate a particular bug if a file is significantly large. In addition, prediction at the level of source files exhibits lower accuracy [18]. Therefore, mechanisms to classify vulnerable code at varying levels of granularity are needed. This work is the first study on comparative analysis between nano-patterns and software metrics in vulnerability prediction.

Our motivation is to find out a better way of predicting vulnerabilities with fine-grained analysis on methods, and observe if that works better than software metrics. Developers can be more conscious about vulnerable code areas detected by the model. Testers will focus more effort on these vulnerable areas executing specific tests that target the identified vulnerabilities. Our empirical model targets the vulnerabilities reported and fixed in the systems under analysis. The major contributions of this paper are as follows:

- We developed a vulnerability prediction model using the nano-patterns extracted from vulnerable and neutral (we use the term “neutral” to refer to methods where no known vulnerability exists) code of different software systems. We executed three machine-learning techniques to classify vulnerable code. This study will help to understand how different nano-patterns relate to code prone to vulnerability.
- We present a comparison of performance measures including precision and recall for two types of features (nano-patterns vs software metrics) in vulnerability prediction. This analysis will assist developers to determine features to use in a customized prediction model based on their performance. They will be able to decide which type of metrics will better assess their code.
- The results of this study will help developers to focus on code at a lower granularity level. They can target the functions that are more vulnerability-prone than others.

The paper is organized as follows: Section II describes the related work. Section III presents the methodology of our proposed technique. Section IV analyzes the findings from our experiments. We discuss the results in Section V. Section VI identifies limitations of our work, and Section VII concludes the paper.

### TABLE I: Method-level Software Metrics

<table>
<thead>
<tr>
<th>Category</th>
<th>Nano-Patterns</th>
</tr>
</thead>
<tbody>
<tr>
<td>Count</td>
<td>Input [19]</td>
</tr>
<tr>
<td></td>
<td>Output [19]</td>
</tr>
<tr>
<td></td>
<td>LOC [20]</td>
</tr>
</tbody>
</table>
| Cyclic complexity | number of inputs that are SET. This can be parameters or global variables.
|          | Cyclomatic complexity | number of unique paths through a program unit.
|          | Structural complexity | number of unique paths through a program unit.
|          | Essential [21] | number of unique paths through a program unit.

### II. RELATED WORK

This section presents relevant research on software security, code patterns and metrics for defect and vulnerability prediction.

#### A. Traceable patterns

Gil et al. defined a code-level software pattern as traceable based on the attributes, types, name and body of a software module and its components [15]. They described 27 micro patterns on Java classes and interfaces [15]. Destefanis et al. first identified the correlations between defects and micro patterns [23], [24]. They also showed that the classes with no micro patterns are more fault-prone than the classes having micro patterns. In [25], the authors analyzed the correlation of micro patterns with vulnerable classes and identified certain micro patterns to be more prone to vulnerability than others.

### TABLE II: Catalog of Fundamental Nano-Patterns [16]

<table>
<thead>
<tr>
<th>Category</th>
<th>Nano-Patterns</th>
</tr>
</thead>
<tbody>
<tr>
<td>Count</td>
<td>Input [19]</td>
</tr>
<tr>
<td></td>
<td>Output [19]</td>
</tr>
<tr>
<td></td>
<td>LOC [20]</td>
</tr>
</tbody>
</table>
| Cyclic complexity | number of inputs that are SET. This can be parameters or global variables.
|          | Cyclomatic complexity | number of unique paths through a program unit.
|          | Structural complexity | number of unique paths through a program unit.
|          | Essential [21] | number of unique paths through a program unit.

#### II. RELATED WORK

This section presents relevant research on software security, code patterns and metrics for defect and vulnerability prediction.

#### A. Traceable patterns

Gil et al. defined a code-level software pattern as traceable based on the attributes, types, name and body of a software module and its components [15]. They described 27 micro patterns on Java classes and interfaces [15]. Destefanis et al. first identified the correlations between defects and micro patterns [23], [24]. They also showed that the classes with no micro patterns are more fault-prone than the classes having micro patterns. In [25], the authors analyzed the correlation of micro patterns with vulnerable classes and identified certain micro patterns to be more prone to vulnerability than others.
They also found that some micro patterns are highly associated to each other when grouped in vulnerable classes than they are in other classes [25]. Kim et al. identified how micro patterns change with the program’s evolution throughout the development process [26]. They analyzed the ways micro patterns evolve from one version to another and showed that some types of evolution are more bug-prone than others.

Nano-patterns represent coding constructs used at the method-level in Java software development [27]. Table II presents 17 fundamental nano-patterns [16]. Singer et al. later incorporated additional patterns by combining a number of fundamental patterns and used data mining concepts: frequent itemset generation and association rule mining to classify Java methods based on nano-pattern associations [16]. Sultana et al. used a similar approach for analyzing nano-patterns and exploring their relationship with vulnerabilities [13], [14]. Deo et al. also found certain nano-patterns to be more fault-prone than others [28]. In this work, we found statistically significant patterns and used them in vulnerability prediction and then compared their performance with current metrics. The output of the study will help developers to classify vulnerable code and decide what areas to test more rigorously than others.

B. Software Security

Researchers employed a number of software metrics to evaluate the security of a software system. Of them, complexity metrics are the metrics most used in existing literature for software quality assessment. Researchers found that complexity is related to software defects [7]. They identified complexity metrics-based fault prediction models that are useful for vulnerability prediction and found that certain metrics such as nesting complexity metrics are more effective for locating vulnerable code than others [10]. Shin et al. [6], [9] conducted an empirical study to analyze the impacts of complexity metrics on vulnerable and non-vulnerable files. They showed that traditional metrics such as code churn, complexity and fault history provide similar performance in vulnerability prediction as they perform in fault prediction models [9]. In another study, the authors explored how different complexity metrics, code churn, and developer activity metrics can better predict vulnerabilities [8]. They showed that complexity metrics do not have statistically significant discriminative and reliable predictive power, but development history metrics are stronger indicators of vulnerabilities compared to code complexity metrics [29]. Chowdhury et al. in [5], [12] defined how different code structures cause vulnerable source code. The authors used four alternative data mining and statistical techniques to show that complexity, coupling and cohesion can be effective as vulnerability metrics in the early stage of development [5].

Alshammari et al. in [30] introduced seven metrics for assessing the security of an object-oriented class. Chowdhury et al. introduced three code-level metrics: stall ratio, coupling corruption propagation and critical element ratio to measure the software security [11]. The stall ratio measures the ratio of stall statements in loop structures which can be targeted by the attacker to cause a denial of service attack. Coupling corruption propagation is a measure of propagation of a potential damage across the components of the software. The critical element ratio is a metric for measuring the ways a program or class can be infected by malicious inputs [11]. Zimmermann et al. [31] evaluated the efficacy of some conventional metrics such as complexity, churn, coverage, dependency measures and the organizational structure of a company to predict vulnerabilities using a large-scale empirical study. They showed that these metrics predict vulnerabilities with higher precision but lower recall. They also remarked that vulnerability prediction is not as simple as defect prediction as accurate vulnerability prediction depends on the program domain and usage of the program components. Younis et al. [32] also determined the performance of software metrics for vulnerability prediction, by considering the vulnerabilities that were exposed by attacks, to train their model [32].

The earlier works did not distinguish between class-level and method-level metrics. File-level metrics cannot identify the problem precisely as a file can be of any size. The file can be composed of any number of classes and methods. Therefore, developers cannot be certain about the impact of the potentially vulnerable features in their code and need more time to find them [17]. We aim to assess security by targeting vulnerabilities at a lower granularity level than a file. In this study, we separated method-level metrics and trained the model with those metrics. Then, we compared their prediction accuracy with the accuracy of the model trained with nano-patterns. Developers and testers can then decide to use the appropriate metrics for their prediction model.

III. METHODOLOGY

In this section, we describe our research goal, research questions, study design and the experimental methodology applied to answer the research questions.

A. Research Goal & Questions

Our research goal is to make a comparative study between the prediction models for security vulnerabilities using traditional software metrics and nano-patterns. In order to accomplish this goal, we developed the following research questions:

- **Research Question 1 (RQ1):** What is the performance of the vulnerability prediction model trained using nano-patterns as features?
  The results of the related experiments evaluate nano-patterns as predictors for security vulnerabilities. We present various performance measures including false positive rate, recall, precision, roc, and F2-measure while using nano-patterns as features for classifying code as vulnerable.

- **Research Question 2 (RQ2):** What is the performance of the vulnerability prediction model trained using software metrics as features?
  Similar to RQ1, this question allows us to determine how software metrics perform using the same techniques in vulnerability prediction. We present false positive rate,
recall, precision, roc, and F_2-measure while using software metrics as features in classifying code as vulnerable.

B. Study Design

We used three different projects: Apache Tomcat (Release 6 and 7)\(^3\), Apache CXF\(^4\) and the Stanford Securibench dataset\(^5\). Apache projects were used for two major reasons. First, all vulnerability reports, including pointers to the classes affected by a vulnerability for every release, are documented as security advisories on the Apache website. Second, we needed a system written in Java as nano-patterns are currently only defined for Java methods. Apache Tomcat 6 and 7 are more recent releases and according to Hovsepyan et al., prediction models based on older versions could be less favourable compared to more recent versions\(^33\). We used Apache Tomcat vulnerability reports\(^6\) and CXF vulnerability report\(^7\) to find the list of all known vulnerabilities for them.

Stanford Securibench is a set of open source programs used as a test-bed for static and dynamic security tools\(^34\), \(^35\). We conducted the experiment for J2EE web applications Personalblog 1.2.6 and Roller 0.9.9 in the Stanford dataset. We used a static analyzer tool called Early Security Vulnerability Detector - ESVD\(^36\) to identify vulnerable code for the Stanford SecuriBench projects as it was shown to have fewer false positives in its results with higher precision and recall for the Stanford projects\(^37\). In addition, we manually checked the vulnerabilities reported by ESVD to determine if false positives existed in the dataset.

We considered the last reported version of every project as the neutral version, as the reported vulnerabilities in each project do not exist in the last version of that release. If an existing vulnerability is removed in a Java method of version 7.0.2, that method of version 7.0.2 and later versions will be termed as a “neutral” method. On the other hand, the source code of that method in the versions immediately preceding 7.0.2 will be deemed as a “vulnerable” method. At the time of study, 6.0.48 was the last version in Tomcat-6, 7.0.75 in Tomcat-7 and 3.1.10 in CXF (of the versions selected for this study). Although the last version may contain other vulnerabilities that may be reported in subsequent releases, the vulnerabilities reported in earlier versions and considered in this study have been fixed and do not exist in the final version. In the case of Stanford, we considered the methods as neutral where no vulnerabilities were detected by ESVD.

C. Vulnerability Collection

1) Apache Tomcat: We collected Apache Tomcat vulnerability reports that provide information about the vulnerability type, its CVE (Common Vulnerabilities and Exposures) id, affected versions, revision number and fixed version in the selected versions. For example, if a vulnerability affects the versions 6.1, 6.2, 6.3 and is fixed in 6.4, we considered 6.3 as the last affected version. Thus, we collected the last affected code versions for the listed vulnerabilities as shown in Table III. We considered 14 versions having vulnerabilities in Tomcat-6 and 18 versions in Tomcat-7. The source code for Apache Tomcat is located in Apache Archives of Tomcat\(^8\). We found 124 vulnerable methods in Tomcat-6 and 106 vulnerable methods in Tomcat-7 shown in Table III. These methods are the total affected methods in two releases by different vulnerabilities. We considered a method multiple times if it is affected by different vulnerabilities in different versions. In figure 1, the Denial of Service (CVE-2014-0075) vulnerability was fixed in revision 1578341 of version 7.0.53. If we follow the link to its revision number\(^9\), we obtain the list of classes modified to fix the vulnerability (figure 2).

<table>
<thead>
<tr>
<th>Systems</th>
<th>Affected Versions</th>
<th>Vulnerable methods</th>
<th>Neutral methods</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tomcat-6</td>
<td>6.0.16, 6.0.18, 6.0.26, 6.0.27, 6.0.29, 6.0.30, 6.0.32, 6.0.33, 6.0.35, 6.0.36, 6.0.37, 6.0.39, 6.0.41, 6.0.43</td>
<td>124</td>
<td>8615</td>
</tr>
<tr>
<td>Tomcat-7</td>
<td>7.0.6, 7.0.10, 7.0.11, 7.0.18, 7.0.20, 7.0.21, 7.0.22, 7.0.27, 7.0.29, 7.0.32, 7.0.39, 7.0.42, 7.0.47, 7.0.50, 7.0.52, 7.0.53, 7.0.54, 7.0.57</td>
<td>106</td>
<td>10196</td>
</tr>
<tr>
<td>Apache CXF</td>
<td>2.5.1, 2.6.0, 2.8.1, 2.7.0, 2.7.2, 2.7.7, 2.7.9, 2.7.10, fediz-core-1.2.0, 3.0.2, 3.0.6, 3.1.8</td>
<td>45</td>
<td>26366</td>
</tr>
<tr>
<td>Stanford Securibench</td>
<td>Personalblog 1.2.6 and Roller 0.9.9</td>
<td>156</td>
<td>2734</td>
</tr>
</tbody>
</table>

2) Apache CXF: The vulnerability reports of Apache CXF provide information about the vulnerability type, its CVE id, affected versions, revision number and fixed version. We collected the last affected code versions for the listed vulnerabilities as shown in Table III. We considered 12 versions for Apache CXF. The reports also provide the list of classes that were modified to fix the vulnerability as shown in figure 3. We found 45 vulnerable methods in Apache CXF as shown in Table III. The source code for Apache CXF is located in Apache Archives of CXF\(^10\).

\(^3\)https://tomcat.apache.org/
\(^4\)http://cxf.apache.org/
\(^5\)https://suif.stanford.edu/livshits/securibench/stats.html
\(^6\)https://tomcat.apache.org/security.html
\(^7\)http://cxf.apache.org/security-advisories.html
\(^8\)http://archive.apache.org/dist/tomcat/
\(^9\)http://svn.apache.org/viewvc?view=revision&revision=1578341
\(^10\)http://archive.apache.org/dist/cxf/
3) Stanford Securibench: We used Early Security Vulnerability Detector (ESVD) to identify vulnerable classes and methods for the following projects: personalblog 1.2.6 and roller 0.9.9. We explored the vulnerable code and found 12 vulnerable methods in personalblog 1.2.6 and 144 vulnerable methods in roller 0.9.9.

![Fig. 3: Affected classes for a vulnerability in Apache CXF.](image)

D. Nano-Patterns Extraction

The versions affected by the reported vulnerabilities of Apache Tomcat are listed in the Affected Versions column of Table III. We then used the nano-patterns tool as developed by Singer [16] to dump all methods and their nano-patterns for that version into our database. The tool extracts the nano-patterns inside a method and reports their presence as 1/0 (1 if the nano-pattern is present, 0 otherwise). After that, we collected the name of the methods inside every class that were revised to remove a vulnerability and stored them and their nano-patterns in a separate file from the database table. We found 124, 106, 45, 156 vulnerable methods in Tomcat-6, Tomcat-7, Apache CXF and Stanford, respectively (presented in Table III). Next, we collected nano-patterns from the source code of the neutral versions using the same tool. We obtained nano-patterns for 8,645 methods in Tomcat-6, 10,296 methods in Tomcat-7, 26,366 methods in CXF and 2,734 methods in the Stanford applications.

E. Software Metrics Extraction

We used a commercial tool called SciTools Understand 4.0[11] to compute the source code metrics. We created a separate project in Understand for every version of every project and ran a scheduler after specifying the metrics. This process takes almost 30 seconds for each project. We executed the scheduler for each project and generated csv files containing the method-level metrics as in Table I for that project. Then we recorded the vulnerable methods and stored them in a separate file.

F. Feature Selection for Prediction Model

We extracted a total of 24 nano-patterns (including 17 fundamental patterns) for every method in our codebase using the nano-patterns extraction tool [16]. Then, we computed Welch’s t-test between the nano-patterns and vulnerabilities. Welch’s test[12] for unequal variances (aka Welch’s t-test) is a modification of a Student’s t-test to see if two sample means are significantly different. Using this test, we determined the nano-patterns that have different means between the two groups of methods (i.e., vulnerable and neutral for each system under study). If a nano-pattern has a significantly different mean in vulnerable and neutral methods using Welch’s test, we assumed that pattern is distributed differently in two groups and considered it as significant for that system. By doing so, we collected the significant patterns out of 24 nano-patterns and then trained the machine using those nano-patterns as features for that system. As they showed a significantly different distribution in two groups, the nano-patterns can better distinguish the vulnerable and neutral methods, and we can ignore irrelevant patterns in the training model.

G. Vulnerability Prediction

In our problem, we identified a set of features from the program component (i.e., method). We collected the feature values from vulnerable methods and neutral methods. There are two groups of methods for each project, vulnerable and neutral. We collected labeled data (marked as vulnerable or neutral) and then trained the machine so that it can classify any method as vulnerable or neutral based on its learning algorithm. Supervised machine learning can help predict vulnerable methods based on the values of the method’s features. We applied three supervised learning techniques (Naive Bayes, Support Vector Machine, and Logistic Regression) as they were used in earlier studies of vulnerability prediction [12]. Naive Bayes is a simple classification technique based on Bayes’ rule of conditional probability that assumes that the value of one feature is independent of the value of another feature. A Naive Bayes classifier categorizes an instance assuming that all of its features independently contribute to the probability, and the correlations among the features do not play any role in the classification. Moreover, it requires a relatively small set of training data to properly classify the data set [38]. SVM is a supervised learning model where the training points are separated by the widest possible gap. The new point is classified based on its side of the gap. SVMs can perform both the linear and non-linear classification mapping the input into higher dimensional space [39]. Logistic regression measures the relationship between the categorical dependent variable and one or more independent variables by estimating probabilities using a logistic function [38]. In our study, LR calculates the probability of a method being vulnerable or neutral for the given values of the used features.

1) Tool Selection: We developed vulnerability predictors by using three machine learning techniques. Waikato Environment for Knowledge Analysis (WEKA) is a popular, open source toolkit implemented in Java for machine learning and data mining[13]. We used WEKA 3.8 for our study. The parameters for each of the techniques were initialized using the default settings for WEKA.

2) Data Balance: As our dataset was not balanced, we needed to create a balanced dataset consisting of the same number of vulnerable and neutral methods. Earlier studies

either considered under-sampling of the majority class or oversampling of the minority class. The problem with under-sampling is that information may be lost. In the case of oversampling, duplicating the instances of the minority category (vulnerable methods) can make the system biased to the vulnerable methods when the number of vulnerable methods is too small. In this study, we applied the ClassBalancer filter in WEKA 3.8\textsuperscript{14}. This filter re-weights the instances so that each method has the same total weight. This filter changes only the weight of the first batch of the data which is used for training the model: the testing dataset is not re-weighted by this balancer.

3) Data Analysis: We executed three machine-learning algorithms for the vulnerable and neutral methods of all the projects under study. We ran them separately for the nanopatterns and the software metrics. For each algorithm, we applied 10-fold cross-validation to ensure that the trained model will work accurately for an unknown dataset in practice [40]. The result of this experiment shows how accurately a model trained with historical data can predict vulnerable methods of later releases.

4) Performance Measures:

- **Precision**: Precision for vulnerable method prediction can be defined as the ratio of the number of predicted vulnerable methods that are actually vulnerable to the total number of methods retrieved as vulnerable [40]. This concept is also seen as the correctness of the prediction model.

- **Recall**: Recall of vulnerable method prediction is defined as the ratio of the number of predicted vulnerable methods that are actually vulnerable to the total number of vulnerable methods in the system. This measure is significant in the case of vulnerability prediction because the higher the recall is for vulnerable method prediction, fewer vulnerable methods remain undetected. However, there is a trade-off between recall and precision. For example, if all the methods predicted as vulnerable by the model are actually vulnerable, its precision will be 100 percent. On the other hand, there is still a possibility that many vulnerable methods remain as undetected or wrongly predicted as neutral. Similarly, if a model can successfully detect all the vulnerable methods, its recall will be 100 percent, but precision will degrade if it predicts many neutral methods as vulnerable as well.

- **False Negative Rate**: The FN rate indicates the percentage of vulnerable methods that are wrongly predicted as neutral. It is significant in our case as predicting a vulnerable method as neutral may cause serious security failures compared to the wrongly predicted neutral methods.

- **False Positive Rate**: The FP rate indicates the percentage of neutral methods that are wrongly predicted as vulnerable. A high FP rate makes a predictor useless.

- **F-measure**: F-measure is a weighted average of precision and recall [40]. It gives equal importance to both precision and recall by considering their harmonic mean [5], [40]. The formula for F-measure is defined as follows [41]:

\[ F_\beta = \frac{(\beta^2 + 1) \text{Precision} \times \text{Recall}}{\beta^2 \times \text{Precision} + \text{Recall}} \]  

In the above equation, \( \beta \) controls a balance between Precision and Recall. \( \beta = 1 \) makes \( F_1 \)-measure equivalent to the harmonic mean of Precision and Recall. \( \beta > 1 \) gives more weight to recall and \( \beta < 1 \) makes it more precision oriented.

- **ROC**: ROC (Receiver Operating Characteristic) curve shows the trade-off between the True Positive Rate and the False Positive Rate. The area under the ROC curve is a measure that evaluates the performance of the binary classifier in terms of TP and FP rate. An area close to 1 indicates a high-performance model and an area about 0.5 indicates low-performance model [42]. An increase in Recall (TP Rate) also results in an increase in FP Rate. Therefore, the ROC measure helps to track the optimum point where the metric performs well with respect to the TP and FP rate.

IV. RESULTS

The list of nano-patterns that we found as significant for the systems is presented in Table IV. Some of the nano-patterns are significant for all the systems under study (e.g. exceptions). For machine learning, we trained the machine separately for each system as the significant patterns are not same for all of them (Table IV).

<table>
<thead>
<tr>
<th>Nano-pattern</th>
<th>Tomcat-6</th>
<th>Tomcat-7</th>
<th>Apache CXF</th>
<th>Stanford Securibench</th>
</tr>
</thead>
<tbody>
<tr>
<td>@provides</td>
<td>-0.183</td>
<td>-0.416</td>
<td>-0.504</td>
<td></td>
</tr>
<tr>
<td>$asename</td>
<td>0.133</td>
<td>0.291</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$leaf</td>
<td>-0.633</td>
<td>-0.485</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$objcreateor</td>
<td>0.801</td>
<td>0.826</td>
<td>1.527</td>
<td></td>
</tr>
<tr>
<td>#thisInstanceFieldHeader</td>
<td>0.570</td>
<td>0.547</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$thisInstanceFieldWriter</td>
<td>0.43</td>
<td>0.515</td>
<td></td>
<td></td>
</tr>
<tr>
<td>staticFieldReader</td>
<td>0.846</td>
<td>0.530</td>
<td>1.106</td>
<td>1.745</td>
</tr>
<tr>
<td>typeManipulator</td>
<td>0.539</td>
<td>0.523</td>
<td>1.631</td>
<td>1.381</td>
</tr>
<tr>
<td>straightLine</td>
<td>-0.324</td>
<td>-0.601</td>
<td>-0.988</td>
<td>-1.942</td>
</tr>
<tr>
<td>looper</td>
<td>0.711</td>
<td>0.756</td>
<td>1.11</td>
<td></td>
</tr>
<tr>
<td>exceptions</td>
<td>0.633</td>
<td>0.76</td>
<td>1.430</td>
<td>1.183</td>
</tr>
<tr>
<td>localReader</td>
<td>0.156</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>localWriter</td>
<td>0.829</td>
<td>0.645</td>
<td>1.258</td>
<td></td>
</tr>
<tr>
<td>splitHeader</td>
<td>0.218</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>arrayWriter</td>
<td>0.117</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>jdkClone</td>
<td>0.736</td>
<td>0.109</td>
<td>0.994</td>
<td>1.392</td>
</tr>
<tr>
<td>tailCaller</td>
<td>0.420</td>
<td>0.260</td>
<td>0.461</td>
<td></td>
</tr>
<tr>
<td>otherInstanceFieldHeader</td>
<td>-0.175</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>otherInstanceFieldWriter</td>
<td>0.274</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>void</td>
<td></td>
<td></td>
<td>-0.842</td>
<td></td>
</tr>
</tbody>
</table>

\textsuperscript{14}http://weka.sourceforge.net/doc.dev/weka/filters/supervised/instance/ClassBalancer.html

**RQ1**: What is the performance of the vulnerability prediction model trained using nano-patterns as features?

The FN rate, FP rate, Precision, Recall, \( F_2 \)-Measure, and ROC of nano-patterns based prediction model for Tomcat-6, Tomcat-7, Stanford Securibench, and Apache CXF have been presented in Table V, Table VI, Table VII, and Table VIII, respectively. The tables present results of three different machine
learning techniques: Naive Bayes, Support Vector Machine and Logistic regression. We see that using nano-patterns as features in Naive Bayes, the recall rate is more than 80 percent for every project except Tomcat-7, precision is more than 65 percent. FP rate is less than 33 percent, and F2-Measure is greater than 75 percent for all except Tomcat-7. For the SVM technique, recall rate is more than 70 percent for all projects, precision is more than 73 percent, FP rate is less than 25 percent, and F2-Measure is greater than 70 percent. In LR, recall rate is more than 71 percent for all projects, precision is more than 74 percent, FP rate is less than 24 percent, and F2-Measure is greater than 71 percent.

Finding: Using nano-patterns results in recall greater than 70 percent, precision greater than 65 percent, F2-measure greater than 70 percent, and FP rate less than 33 percent.

RQ2: What is the performance of the vulnerability prediction model trained using software metrics as features?

The FN rate, FP rate, Precision, Recall, F2-Measure, and ROC of software metrics based prediction model for Tomcat-6, Tomcat-7, Stanford Securibench, and Apache CXF have been presented in Table V, Table VI, Table VII, and Table VIII, respectively. The tables present results of three different machine learning techniques: Naive Bayes (NB), Support Vector Machine (SVM) and Logistic regression (LR). We see that using metrics as features in Naive Bayes, the recall rate is not more than 69 percent, precision is more than 83 percent, FP rate is less than 12 percent, and F2-Measure is not greater than 63 percent for all projects (except Apache CXF). For SVM, recall rate is more than 67 percent for all projects (except Stanford Securibench), precision is more than 78 percent, FP rate is less than 21 percent, and F2-Measure is not greater than 68 percent (except Stanford Securibench). In LR, recall rate is not more than 71 percent for all projects (except Stanford Securibench), precision is more than 79 percent, FP rate is less than 16.9 percent, and F2-Measure is not greater than 67.7 percent (except for Apache CXF).

Finding: Method-level metrics have recall less than 71 percent for all projects (except Stanford Securibench), precision greater than 77.5 percent, F2-measure greater than 88 percent, and FP rate less than 21.3 percent.

V. Discussion

A. Prediction Performance of two models

1) False Negative rate and Recall: The False Negative rate for vulnerable methods using nano-patterns is lower than method-level metrics for all systems under study. This result shows that the nano-pattern based model retrieves a higher number of vulnerable methods than the method-level metrics. The lower the FN rate, the higher the recall will be, resulting in a greater number of accurately predicted vulnerable methods. An analysis comparing the FN rate and Recall between nano-patterns and method-level metrics using LR is presented in figure 4a and figure 4b, respectively.

The maximum FN rate is 30 percent (SVM) in nano-patterns, which is 36 percent (SVM) in the method-level metrics based model. The lowest Recall is 69 percent (Naive Bayes) for nano-patterns, which is 50 percent (Naive Bayes) for method-level metrics. Sultana et al. in [14] found that certain nano-patterns are frequent in vulnerable methods compared to their presence in non-vulnerable methods. One observation based on the vulnerable patterns that were examined in the prior work confirms that methods which read values from objects must be checked for proper sanitization in order to keep the code secure (certain vulnerable patterns found in this case deal with user I / system input). They statistically determined the significant difference in the presence of nano-patterns in vulnerable and neutral methods. Therefore, the performance of nano-patterns in predicting more vulnerable methods in this study is logical given the findings of the previous work.

In our study, the FN rate and recall are the most significant measures because they determine the percentage of vulnerable code that remains undetected. If neutral code is wrongly determined as vulnerable, it can increase the workload of testers, but if vulnerable code is wrongly determined as neutral, then the model’s usefulness is limited for developers and testers. After analyzing the results, we see that nano-patterns perform better than metrics in retrieving more vulnerable code. Shin et al. in [6] empirically showed that complexity metrics can predict vulnerabilities at a low FP rate but at a high FN rate. This result highlighted that the vulnerable files detected by metrics were actual vulnerable files, but many other vulnerable files remained as undetected. Our results also support the findings of Shin et al. in [6].

2) Precision: Precision indicates the percentage of actual vulnerable code (method or class) in the total vulnerable code predicted as vulnerable by the model. An analysis comparing precision between nano-patterns and method-level metrics using LR is presented in figure 5a. The figure shows that method-level metrics outperform nano-patterns. The maximum precision is 83.7 percent (LR) in nano-patterns, which is 89 percent (NB) in method-level metric based model. The metrics are related to the complexity, cohesiveness or coupling among the functions. Although they can increase the probability of a method being vulnerable, vulnerabilities may not be directly caused by them. Some other factors may be responsible for making a method vulnerable which may not be captured by these metrics. On the other hand, a neutral method is usually less complex, highly cohesive and less coupled and can be better detected by the metrics. Therefore, metrics do not wrongly predict neutral methods as vulnerable.

The results show that percentage of actual vulnerable code in the total predicted vulnerable code is higher in the metric based prediction model. In other words, using metrics as features in vulnerability prediction can be more precise than using nano-patterns.

3) F2-measure: In our study, we assigned more weight to recall as recall is more important in this scenario than precision. We selected F2-measure as it weighs recall twice as much as precision. If the recall rate is lower, more vulnerable code will remain undetected or wrongly identified as neutral which is not desired. Alternatively, if neutral code is detected
as vulnerable, precision will be lower. This case may increase the workload of testers, but it is not as harmful. According to the figure 5b, $F_2$-measure is higher in the nano-patterns based model compared to the metrics-based model.

B. Prediction Performance of techniques

We considered three machine learning techniques (Naive Bayes, Logistic Regression, and Support Vector Machine). We performed a statistical significance test to determine whether the differences in performance measures by different techniques are statistically significant. Traditionally, a significance level of less than or equal to 0.05 (the 95% confidence level) is considered statistically significant. Therefore, we performed the standard t-test at 0.05 significance. Table IX reports the results of the significance test. “Yes” indicates that the difference of the measure in two models is statistically significant at 0.5 significance level. “No” means the specific performance measure of the two models might be different, but the difference is statistically insignificant. We found that the differences in NB and LR are statistically significant, but in SVM, the differences are not statistically significant.

C. Trade-off between Recall and FP Rate

We expected a higher recall with a lower FP rate in predicting vulnerable code. But the FP rate usually increases with the increase of recall. We plot a graph of recall vs. FP rate in order to explore the trade-off between recall and the FP rate. Such plots are known as Receiver Operating Curve (ROC) which are used to visualize the performance of a predictor in detecting the true class (in our case vulnerable methods). Figure 7 presents the ROC curves using nano-patterns and method-level metrics in LR. According to figure 7, nano-patterns can correctly identify about 50 percent of the vulnerable methods while keeping the FP rate below 10 percent and about 75 percent of the vulnerable methods when the FP rate is below 20 percent. In the case of method-level metrics, 75 percent of the vulnerable methods are detected at the FP rate greater than 25 percent as shown in figure 7.

D. Comparison of results with other works

Chowdhury et al. in [5] showed that complexity, coupling, and cohesion can be effective metrics at vulnerability prediction in the early stages of software development. They did not distinguish between class-level and method-level software metrics in their study. The study was performed on different releases of Mozilla Firefox and used the source files (files with .c, .cpp, .java, and .h extensions) to compute the metrics. In our case, we did the study for Java-based systems and computed only method-level metrics. We compared the average FP rate and recall of their study with those of our study using Logistic Regression in figure 6. Method-level metrics based prediction results in a lower FP rate and nearly identical (65 percent vs. 69 percent) recall rate compared to the study in [5]. The nano-patterns based model achieves higher recall and lower FP rates using LR compared to the study by Chowdhury et al. in [5].

VI. THREATS TO VALIDITY

In this section, we discuss the shortcomings of our study.

Construct Validity: In this study, we compared nano-patterns with software metrics as vulnerability predictors. Although nano-patterns represent properties of a Java method, they may not capture all types of method characteristics. In addition, we collected the vulnerable methods from the Apache vulnerability reports and the results of a static analysis tool. These reports and tools may miss vulnerabilities (e.g., undiscovered vulnerabilities) that may still exist in the neutral version.
External Validity: External Validity refers to the ability to generalize results. The experiment was conducted on two Apache projects and two J2EE web applications with known vulnerabilities. Although method-level metrics can be extracted from applications written in other languages, nano-patterns are currently defined only for Java methods. Therefore, it cannot be concluded that the results are valid for systems written in other programming languages.

Internal Validity: This threat refers to the possibility of having confounded or unanticipated relationships among variables. We are not claiming causation. We do not claim that these patterns and metrics are the direct cause of the vulnerabilities found in the methods, but we recommend rigorous testing of the methods which are predicted vulnerable by the model. It can be assumed that these methods contain properties that are related to vulnerable code.

VII. Conclusion

In this study, we analyzed how well nano-patterns and method-level metrics predict software vulnerabilities. This is the first study comparing the performance of these patterns in vulnerability prediction with traditional metrics. We found that the nano-patterns based prediction model better predicts vulnerable methods than the metrics based model as nano-patterns showed higher recall than metrics in vulnerability prediction. If any method is predicted as vulnerable in a nano-patterns based prediction model, developers can be more cautious using that method and suggest more rigorous testing. On the other hand, metrics have higher precision than patterns. This study will allow developers and testers to compare these two types of features and decide the best one for their project based on their characteristics. It will ensure software security by giving them the ability to target tests to potentially vulnerable files and allowing early detection of risks. In the future, we will extend
the concept of nano-patterns by investigating the relationship of the nano-patterns with vulnerabilities and look to create new patterns that specifically address security related features. This research will open up new areas to investigate the metrics at different granularity levels so that they can be used more precisely in ensuring software security.
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